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Concept and categorization in linguistics, cogeitscience
and philosophy

International workshop at the HHU Dusseldorf

The study of concepts lies at the intersection arious scientific disciplines, both

formal and empiric. Linguistics deals with concegssbasic semantic units of natural
(or ideal) languages, aiming to uncover their lagiconstitution and structural rela-
tionships within a given linguistic system.

Cognitive science is interested in concepts insafarthey are the constituents of
thought — e.g. some kind of mental entities (oeotg) — which are used in an explana-
tion of such diverse psychological phenomena légegorization, inference, memory,

learning, and decision-making.

In philosophy the challenge imposed by conceptsists) among other things, in link-

ing a theory of intentional content with a theofykaowledge (e.g. Peacocke’s chal-
lenging question: “How can our conception of trutlone area be reconciled with the
means by which we think we come to know truth altbat area?”) and thereby estab-
lishing a relationship between reference, knowleage reality, putting the notion of

“concept” in the broader area of epistemological aretaphysical issues.

In recent research — for instance in the developraed discussion of Minsky's and

Barsalou’s frame-theory —, linguists, cognitiveestists and philosophers have col-
laborated more and more to contribute to a unifiederstanding of concepts and con-
ceptual categorization. As welcome as this interdimary programme is, however,

the joint venture suffers (so far) from the fadcttht is generally left unclear how ex-

actly the different studies on concepts and categtion undertaken in the participat-

ing sciences relate to each other.

What do linguists, cognitive scientists and phijgdsers mean by the notion of ‘con-
cept'? Is there some sort of core-theory of corg@pd conceptual categorization un-
derlying linguistic, psychological and philosopHicasearch? If not, how and why do
the specific theories differ?
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General information

Conference Site
Location: Universitat Dusseldorf campus, ULB builgli24.41, lecture hall

Conference website
http://www.sfb991.uni-duesseldorf.de/concepts-aatdgorization/

Website of the Research Center
http://www.sfb991.uni-duesseldorf.de/

Copies
If you need to make copies of handouts, pleaseacoour staff or members of the organiz-
ing commitee.

Internet

W-LAN is widely available on the university campifsyou bring your own notebook, you
can get a free access code.

Important telephone numbers

Deutsche Bahn (German Railways) +49 180 5 9893%66

Rheinbahn (local public transport) +49 1803 B(BO

Flughafen Dusseldorf International (airport) +49. 242 10

Taxi +49 211 333 3d +49 211 194 10
Emergency

Police 110

Fire/Ambulance 112



Concepts and categorization University of Dusseldorf

Warming-up
Location: dreiRaum

14.05.2013 — 7:00 p.m.

Address: VolksgartenstralRe 15
40227 Dusseldorf

Tel.: +49 (0) 211 - 17 80 60 94

Conference-Dinner

Location: Via Appia
15.05.2013 — 7:00 p.m.

Address: Fllgelstral3e 54
40227 Dusseldorf

Tel.: +49 (0) 211 - 775926
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MAP 1. Warming-up and conferencedinner
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MAP 2: University campus
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Schedule

15.05.2013

9:30-
10-00 REGISTRATION
10:00- Hans-Johann Glock
11:00 Concepts: what they are and what they are good for
11:00-
1115 Coffee break
11:15- Elisabetta Lalumera
12:00 ‘Concept' is polysemous, not ambiguous. A comma@esproposal.
12:00-

LUNCH BREAK

13:00 INC
13:00- Norman Hammel
13:45 A defense of concept pragmatism and a note on ahiite
13:45- Tim Seuchter
14:30 The Role of Action for Concepts
14:30-
14:45 Coffee break
14:45- Yacin Hamami
15:30 What is a Geometric Concept?
15:30-
15:45 Coffee break
15:45- Christoph Kann
16:45 Categorization and pre-categorization
16:45-
1700 Coffee break
17:00- Edouard Machery
18:00 Doing without concepts?
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16.05.2013
10:00- Matthias Kaufmann
11:00 Remarks on the History and Very Idea of the Conoéftoncept
11:00-
1115 Coffee break
11:15- Lucia Oliveri
12:00 Why we need concepts? Leibniz and Locke on concepts
12:00-
LUNCH BREAK
13:00 INC

. Stefan Hartmann /Michael Pleyer
13:00- From Construal to Construction:

13:45 The Role of Conceptual Categories in Derivationakphology

1345 Jan Henning Schulze

1 4230' The Linda problem: A case study in different cortaapzations of “Concept” in linguis-
: tics and psychology

14:30-

14:45 Coffee break

14:45- Kevin Reuter

15:30 Confusions about Central Concepts in the CogniBigiences

15:30-

15:45 Coffee break

15:45- Albert Newen

16:45 The individuation of concepts and their explanatotg
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TALKS

Concepts: what they are and what they are good for

HANS-JOHANN GLOCK

The paper argues that the term ‘concept’ and ighates have an established use that is
fruitful in a variety of disciplines ranging fronodic to the history of ideas. Moreover, a
reasonably unified account of that establishedaismn be provided by a cognitivist ap-
proach. Such an approach starts out from the hel@scription of concepts plays in charac-
terizing certain cognitive operations and abilitigst without treating concepts as symbolic
representations or particulars in the minds ofviullials, and without simply identifying
concepts with abilities. In particular, it explorbe idea that concepts are rules or principles
of classification and inference. At the end | argjhu a cognitivist account can deal not just
with the role of concepts in cognition, but alsahahe idea that they are components of
propositions.

What is a Geometric Concept?

YACIN HAMAMI

Introduction and Motivations. Geometric concepts are studied in various fieltshsas
philosophy [13, 15], logic [1, 14] and cognitiveiesace [3, 10]. Recent advances on under-
standing geometric reasoning in elementary Eudidgesometry from an interdisciplinary
perspective [7, 8] have made it pressing to comwitlpa unified theoretical framework for
investigating geometric concepts.

The Visual-Inferential Challenge. One of the main challenges in providing such anéa
work is to account for both the visual and infer@ndimensions of geometric concepts. The
visual dimension of a geometric concept is maniv@sénever a particular instantiation of
the concept is realized in the world or in thoudfitis dimension is central in particular to
the use of geometric concepts in categorizatiore iffierential dimension of a geometric
concept is manifest whenever the concept is coresiides an object of a deductive theory of
geometry, such as the one of Euclid [4]. This disi@mis central when one is not interested
in particular instantiations of geometric concdytt rather in determining general properties
of these concepts through geometric reasoning.

Aim and Plan. The aim of this talk is to evaluate different veewn geometric concepts
with respect to their capacity to meet the visnédiiential challenge. The talk will be divid-

9
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ed into two parts. In the first part, we will corback to two central accounts of geometric
concepts proposed in philosophy (Kant [11]) andddgfilbert [9]), and we will argue that
both of them can only account for one dimensiogedmetric concepts. In the second patrt,
we will evaluate the potential of Barsalou’s theofyperceptual symbol systems [2] to meet
the visual-inferential challenge.

Part I: Geometric Concepts in Philosophy and LogicProbably the two most important
accounts of geometric concepts in the history a@bpbphy and logic are the ones provided
by

Kant [11] and Hilbert [9]. For Kant, the notion géometric concept is intimately connected
with the notion of schemata. Simply put, the scheira geometric concept can be seen as a
rule or procedure that allows a construction of¢bacept in pure intuition. Any output of
such a construction procedure constitutes thenmage of the concept. A geometric con-
cept being for Kant completely determined by iteesna, it then appears clearly that this
view perfectly captures the visual dimension of rgetsic concepts. However, it is much
less clear how Kant accounts for the inferentiatehsion of geometric concepts, i.e., how
schemata can be the object of geometrical reaspamgoted in [5, 6, 12]. For Hilbert, a
geometric concept is completely determined byatgdal relations to other geometric con-
cepts. In his Foundations of Geometry [9], theggcll relations are encoded by different
groups of axioms. Under this conception, geometasoning becomes a mere game of
syntactic manipulation of the axioms according yotactic rules of deduction. It then ap-
pears clearly that the Hilbertian conception presid direct account of the inferential di-
mension of geometric concepts. However, the Hilaerconception cannot account for the
visual dimension of geometric concepts. This featsrnindeed essential to what Hilbert was
aiming at, i.e., to study the properties of axiavhgieometry independently of their natural
(visual, spatial) geometric interpretation.

Part II: Meeting the Challenge. In Barsalou’s theory of perceptual symbol syst¢?isa
concept is defined via the notion of simulator tbah produce limitless simulations in the
perceptual system. In the case of geometric coactpse simulations can take the form of
visually imagining a particular instantiation ofetttoncept. Interestingly, the notions of
simulator and simulation bear a very strong sintjavith the Kantian notions of schema
and image. Thus, the visual dimension of geomewitcept is perfectly accounted for in
Barsalou’s theory. Besides, Barsalou’s theory @sgplains how concepts understood as
simulators can support inferences. However, we arfjue in this talk that, even though
Barsalou’s description of inferences is adapteddmmon sense reasoning, it fails to ac-
count for geometric reasoning due to an incapdoigssure the generality of the reasoning.
Nevertheless, this does not mean that Barsalo@sryhcannot be adapted to solve this
problem. We will then propose that, by importingas from the logical system Eu for for-
malizing geometric reasoning with diagrams [14,, IBle might overcome this limitation.
The solution will consist in providing a checkingopess that can make sure that a given
property of a simulation holds for any possibledations produced by a simulator.

10
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A Defence of Concept Pragmatism and a Note on Shataility

NORMAN R. HAMMEL

Good evidence to ascribe possession of a concaptaCsubject s is what s is able to do.
Traditionally, s’s behavior is caused by s’s baliahd desires. Mental states, in turn, have
structured contents which constrain and deterrmfexential relations between these states.
The contents of mental states — and following #mgliage of thought tradition the physical
states themselves — are syntactically structuredy have concepts as their constituents. To
possess a concept in this tradition is to tokersiptess components or a single possible com-
ponent, i.e. words in Mentalese, of thoughts,gemtences in Mentalese. Fodor emphasizes
that concepts are mental particulars which funcéierconstituents of thoughts. An account
of concept possession, then, just pops out of drie@ption of what a concept is. | want to
discuss a recent argument Fodor brought forth agan alternative position and try to
show that this alternative, concept pragmatisr, vgable theory not just of concept posses-
sion, but on what concepts are. This | will arguenoainly but not exclusively empirical
grounds. | will confine myself to empirical conceaind the few metaphysical points | have
to offer only apply to this kind of concepts.

His book LOT2 is Fodor’'s most recent attempt tovprooncept pragmatism to be deficient.
A pragmatist position about concept possessiomesldhat to have a concept C is to have

11
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the ability or disposition to discriminate thindsat are F — a property somehow correlated
(is referred to by; is expressed by etc.) with €€om things which are not F. The argument
Fodor develops against concept pragmatism drawnsiderations of rule following. It is
obvious that to possess a concept cannot mearwtyslapply it correctly. However, to
possess it is to know when it should be applied iagmatist’s failure, Fodor claims, is to
cash out the difference between following a ruld bahaving or acting in accordance with
a rule in purely behavioristic terms. This, of cgyris too weak. On the contrary, Fodor’s
criterium of following a rule R is to have the int@n to follow R.

| want to argue that, pace Fodor, concept pragmatisither declined nor fell. There are
three points (two of them negative, one positiee)é¢ raised against his reasoning:

(1) Fodor’s suggestion to solve the rule followimgpblem is circular. Wittgenstein strug-
gled to account for the correctness or incorrestrdsmoves in a language game without
presupposing the understanding of a rule. Buttenuh to follow a rule R requires to under-
stand it, i.e. to understand that R consists im¢h @ have the desire to make p true. And
that, in turn, makes any explanation in these terimtsilar. Analogously, for s to possess a
concept C would be to intend to apply C correctlyich presupposes that s already pos-
sesses C. Thus, we have reached a dead end.

(2) A methodological solipsist like Fodor might sespicious about any contextual analysis
of mental capacities, but it is plain wrong to fagt pragmatists give an analysis of concept
possession in purely behavioral terms of dispasstior abilities without accounting for the
necessary normative context — be it a speaker'svaanty (as in Wittgenstein, Sellars or
Brandom) or a creature’s evolutionary and learriggory (as in Millikan and, again, in
Sellars) — in which an ability is actualized andishhmakes an actualization of an ability A
a correct or an incorrect one.

(3) One might, on empirical ground, conceive of gussession of empirical concepts as
having certain abilities. To take a step furtheg, @ould even try to say that empirical con-
cepts are abilities. To take this step is to fdeegble demands of what it is to be a concept
in ability talk. One of these would be a conceptiareability. Note that, by definition, con-
cepts treated as mental particulars cannot be gdhArsecond even harder question would
be to allow for concepts being constituents of rakstiates and/or their contents in an abil-
ity account of concepts. My bet would be on a tlpedlson perspective and an analysis of
holodoxastic ascriptions as Hanjo Glock proposes.IBvill not further delve into this se-
cond issue here.

Finally, | want to tackle the question of share@hillf to possess a concept C is to have an
ability, how can subjects share a concept? Sinabdity is foremost an individual's dispo-
sition to do certain things in certain circumstamaeis not straight forward to say that abili-
ties can be shared. In (2) above | indicated asseeg context to make sure pragmatism is
not constricted to dispositional vocabulary to idigtiish between following a rule and be-
having according to a rule. | want to argue théjestt’'s shared phylo- or ontogenetic histo-
ries are exactly the theoretical resource we ne@dake sense of a concept being shared.

12
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From Construal to Construction:
The Role of Conceptual Categories in Derivational Mrphology

STEFAN HARTMANN / MICHAEL PLEYER

The notions of construal and conceptualizatioratighe heart of many cognitively oriented
theories of language (e.g. Langacker 1987, 19908;20roft 2012). Complementary frame-
works such as Cognitive Linguistics (e.g. Evans &&h 2006), Mental Spaces Theory (e.g.
Fauconnier 1994), Frame Semantics (e.g. Busse 2@bd) Construction Grammar (e.g.
Goldberg 2006) have developed sophisticated analytthols that allow valuable insights as
to the cognitive foundations of language. Impotigntategorization as “one of the most
basic human activities” (Croft & Cruse 2004: 74k Heeen identified as a major driving
force be-hind the capability to conceptualize otgestates, and events in various ways and
from dif-ferent perspectives (cf. e.g. Taylor 2003)

While construal operations in language have baaiesi extensively with regard to seman-
tics, it is only recently that morphology has cotoghe centre of attention in a number of
Cognitive-Linguistic and constructionist analysegy( Janda 2007; Onysko & Michel 2010;
Booij 2010). This paper contributes to these reedfarts by exploring the role of categori-
za-tion and concept-formation in derivational marolgy. More specifically, we discuss
the insights to be gained from investigations ithe acquisition and diachronic change of
word-formation patterns. Corpus-based studies ghlizi productive derivational patterns
such as agentive -er in English and German (cf.Mabauer 1995; Panther & Thornburg
2001; Scherer 2005) or German nominalization in gb#ix -ung (Demske 2000, 2002;
Hartmann 2012) clearly indicate that word-formatipatterns carry conceptual content,
which is subject to categorization shifts both magenetic and in diachronic development:
For example, chil-dren tend to over-generalizeagentive -er pattern, yielding forms such
as opener ‘person who opens [e.g. a door] (cfriCEO09: 271). In diachrony, there is a
high degree of dy-namicity regarding the constsaont the respective word-formation pat-
terns: On the one hand, new construal options esgygneans of lexicalization and subse-
guent reanalysis (cf. Scherer 2006); on the otl@dhhitherto common construal options
can come out of use.

It is shown that the dynamicity of the conceptsnppted by the word-formation patterns un-
der discussion can be accounted for in terms ofth@a#ciples of human cognition. We
pro-pose a typology of construal operations in leagge and cognition, which in turn under-
lie the formation of concepts. This framework pd®ms a valuable basis for the interpreta-
tion of our corpus data from both child corpora aithronic corpora of written language.
Given the hypothesis that word-formation patteraisycimage-schematic content (e.g. Un-
gerer 2007), i.e. that they evoke a limited setarfceptualizations, some of which are more
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prototypical than others, processes of word-foramathange are best described as changes
in the availa-bility of construal options, accom@ahby shifts in prototypicality. These
shifts also become apparent at the level of lexdeédgorization. Given the hypothesis that
the distinction between word classes is a mattetiagiree (e.g. Ross 1972, 1973; Sasse
2001), it is not too strong a claim that produdtsvord-class changing morphological pro-
cesses can be “between” categories. The drive tsvaccommodating the lexical-
categorial status of word-formation products atdamantic-conceptual level can be singled
out as another factor in the development of wordation devices both in ontogeny and in
diachrony.

All in all, the construal approach proposed in théper provides a valuable heuristic tool
allowing for a comprehensive account of word-forioratin a usage-based perspective, tak-
ing into account the cognitive factors influencihg language system as well as its intrinsi-
cally diachronic nature (cf. Frank & Gontier 20148). Moreover, our corpus analyses
clearly demonstrate the viability of interdisci@ny approaches integrating findings from
various fields such as corpus linguistics, histrlmguistics, research on language acquisi-
tion, and cognitive science (cf. Pleyer & Zettemsg912). However, the scope of this ap-
proach, which elucidates the cognitive underpingsing linguistic constructions, is by no
means limited to derivational morphology, but itaiso applicable to a broader set of lin-
guistic phenomena such as inflectional and symtgeiterns. Emphasizing the “primacy of
semantics in linguistic analysis” (Geeraerts 199)/:this approach can also be seen as a
further step towards an integrated account of istgustructure, meaning, and use.
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Categorization and pre-categorization

CHRISTOPHK ANN

Descriptive metaphysics in the well known sens® oftrawson’s Individuals aims to lay
bare the fundamental and most general structuceiothinking of the world. In his outline
of descriptive metaphysics, Strawson focuses omdleeof spatial and temporal particulars.
Cognitive psychologists like M. Minsky and L.W. Batou assume that each perceptual
experience activates some structures we have adguirthe course of previous experience.
These structures, organized patterns or framegsept not only material objects, but also
stereotyped situations, events or processes. Tqesiton as well as the use of frames or of
schemes on the one hand depends on culturallyvesleategorization mechanisms quite
different to Strawson’s view which rests on spatmporal particulars. On the other hand,
this view seems tacitly involved when frame theamalyses objects of different types like-
wise into bearers, attributes and values.

Both approaches share the general presupposi@ricéitegorization mechanisms enable us
to break up the whole range of our perceptual expee into meaningful and more man-
ageable components. If reidentifying situationsweents rests on reidentifying the objects
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involved in them, there are good reasons to asshateategorization in the sense of cogni-
tive psychology presupposes pre-categorizatiompafistemporal particulars.

Remarks on the History and Very ldea of the Concepof Concept

MATTHIAS KAUFMANN

Referring to some of the important steps in théohysof the discussion on the idea of a
concept the paper tries to show that a conceptldghmither be seen as a special kind of
thing, nore as a representation of extramentaityealt rather as a capacity of understand-
ing from the indivdual point of view, as a socialer from a public perspective.

‘Concept' is polysemous, not ambiguous. A commonss® proposal.

ELISABETTA LALUMERA

This is a hard time for the notion of concept, aseast three different lines of argument
point to the conclusion that it is explanatory iddecording to the first one, inaugurated by
Edouard Machery (2005), what psychologists cali¢epts' are in fact a heterogeneous set
of knowledge representations, which fall short eing a natural kind. The second line of
argument is favoured by researchers working withim embodied cognition framework,
such as Lawrence Barsalou and Linda Smith. Thentiilgeconcepts as stable representa-
tions in long-term memory, argue that no such regm&tions are involved in high cogni-
tion, typically categorization, and conclude thaincept' is not a useful term for new re-
search programs in psychology. This paper is athmuthird form of scepticism about con-
cepts, which has its origin in the interdiscipliyarature of ‘concept’, a technical term for
both psychology ad philosophy. The thought, alredeleloped by Georges Rey in 2005, is
that 'concept’ is just ambiguous between a cognitiwaning ad a philosophical, or meta-
physical meaning.

Here is a sketch of the argument. A metaphysicatept (MC for short) of a category P is
whatever determines the class whose only membertharPs (all the Ps, and nothing but
Ps). It is a function, namely, an abstract obj®t@.cat, for example, is a function, and its
extension are all and only cats. On the other h@odnitive concepts (CCs) are features of
a human being's cognitive system. In Machery's ddiagetached from his own eliminativist
conclusion), they are the bodies of knowledge eggadby default in cognitive tasks such
as categorization, lexical understanding, reasgningagination and problem-solving.
CCcat, for example, is a body of knowledge, or atalerepresentation. In general, a CC’ s
application class (however rich CC may be), dog¢smaich a MC’s extension. MCcat con-
tains all and only cats. My CCcat’s applicationsslavould plausibly contain some non-cats
which | take to be cats, and not contain many ttas | cannot (in many senses of “can”)
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categorize as such. Now - the argument goes -worrotions to be variants of the same
one, there has to be some definite relation betwhssn extensions. For example, the notion
of husband and the notion of wife are variantshef same notion, that is, spouse, in that
they instantiate the following formal relations, iafn | call ‘Harmony' following a recent
suggestion by Diego Marconi (2012):

N1, N2 are in harmony with each other iff theirengions are necessarily isomorphic, i.e.
iff there is a 1-1 function f such that Ne&tk)(N1x < N2(fx)).

According to this definition, husband and wife, opation as a process and occupation as a
state are pairs of notions in harmony. Harmony, ragrits virtues, formally describes what
polysemy is with respect to ambiguity. There iseasonable isomorphism between the set
of wives and the set of husbands, even if theyoargously not the same set. The set of
wives is a set of women and the set of husbanasét of men. But for every wife there is a
husband and for every husband there is a wife rdoapto the marrying. Now, what would

a reasonable isomorphism be between the set ofta@gooncepts and the set of metaphys-
ical concepts be? Sceptics about concepts claitriiibee is none - no harmony - and there-
fore 'concept’ is definitely ambiguous.

Here my aim is to contend this claim. | acceptliaemony requirement as a test for decid-
ing whether “concept” is viciously ambiguous orhet polysemic. | propose, in short, that
there is an isomorphism between the extensionkeofwo notions if we accept that meta-
physical concepts can be partially grasped, angsseime the moderate anti-realist claim
that there are no ungraspable metaphysical conc®ptghis view, metaphysical concepts
can act as normative standards for cognitive casc@pd every cognitive concept is a par-
tial grasping of a metaphysical concept. (Peacd&@?). The criteria for partial and com-
plete grasping are to be individuated (variousgsuphical theories of concepts are availa-
ble). Of course, it is still to be decided who takbke job of describing metaphysical con-
cepts — is it the job of philosophy or of the spésiciences? Plausibly, I'd suggest, it de-
pends on the domain. Logicians are perfectly a¢ @agdixing the normative standards for
our cognitive representations of connectives, odumsgoonens. It is debatable whether poli-
ticians, social sciences or philosophers shouldhexstandards for contested concepts such
as good or democracy (Gallie 1956).
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Doing without concepts?

EDOUARD MACHERY

In Doing without Concepts (OUP, 2009), | argued ttancepts were bodies of knowledge
used by default in higher cognition, that the claksoncepts was not a natural kind, that
hybrid theories of concepts were mistaken, and tiiatnotion of concept prevented pro-
gress in psychology and should be eliminated. Tlémens have been hotly debated and
criticized. In this lecture, | will review the kagleas developed in Doing without Concepts
and examine the strongest objections.

The individuation of concepts and their explanatoryrole

ALBERT NEWEN

What can be the explanatory role of concepts? Ttiem of concept can play a double role

if it is used in a fruitulf way. Concepts can beedigo explain and predict the behavior of a
cognitive system and they can be used to informuabite cognitive organisation of this
system, i.e. how the information that the system inaa conceptual format is connected
with other informations of the system. If we useaepts for this purpose it is a convincing
strategy to develop an epistemic theory of concéésing some epistemic capacities is a
necessary condition of having a concept. It isatine of this paper to clarify which epistem-
ic capacities this are and how they relate to nbassc and more advanced capacities. | dis-
tinguish three different types of mental represtona: “non-conceptual representations”,
“conceptual representations” (or: concepts) andpgpsitional representation” as an en-
hanced sort of conceptual capacity that enablegaitive system to construct, possess and
play with permanent beliefs. Conceptual represemtstare more abstract than simple dis-
criminatory abilities and more basic than lingusiiructures of a natural language. | sug-
gest that onceptual representations gradually emerge with three featyf) the capacity to
identify and re-identify objects and propertie9, it#e (relative) independence from stimuli,
and (3) an adequate level of abstraction involvethe classification (a classification that is
not only based on simple stimulus generalizatiomciviis characteristic for nonconceptual
representations). This perspective allows us to@ucfor perception-based concepts. It will
be shown that we in addition to perception-basettepts have to account for theory-based
concepts as well. This perspective of conceptsatam account for the fact that (at least
some) linguistic concepts have been shown to beedom our sensorimotor abilities. It is
the aim of the talk to develop a view that integsahe embodiment view of concepts with a
development of concepts from perception-basedeorihbased concepts.
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Why we need concepts? Leibniz and Locke on concepts

LuclA OLIVERI

At the end of the 17th Century John Locke givesirdamental contribution to semantic
with his Essays on Human Understanding. Some Yatas Leibniz begins a virtual dialog
with him based on a different way to understandasdand concepts. Leibniz’'s aim is to
“save” the possibility of general knowledge andtsfsharing among rational beings by af-
firming the necessity of concepts and avoiding siameously any form of psychologism or
the problem of a “private language”. The aim o&tpaper is to show that in 11l book of his
New Essays, particularly in the paragraphs dedicei¢he debate over species and classifi-
cations, Leibniz developed a theory of knowledgeeblaon concepts and ideas as the
ground of social knowledge. Of course conceptssacgal and historical products, but they
are shared by a society, because they are groundmats ways of thinking and not only
vice versa.

In the Essays on Human understanding, Locke sugdkat the definitions per genus-
differentia of natural kinds are the result of aeention based on human praxis. Therefore,
names are purely arbitrary signs for ideas whiginoabe the same among speakers. Name-
ly, if we say that ideas are an abstraction ofritiman mind which catches together similar-
ities between things, then we have to concludeitiegts have no ground in nature, because
of their mind-depending. Moreover, since the exgeres of the external world done by a
subject cannot be the same as the experience®thfesirone, we have also to conclude that,
in using words, people can only suppose to sigihié/same ideas. Thereby, science is just
an human workmanship.

Leibniz thinks that Locke’s human workmanship theleads to something like what nowa-
days is designed as private language and, in toderoid this conclusion, he points out that
without assuming that people shared rationality avay of thinking, we cannot have any
social meanings or general knowledge at all. For rblason we need a theory of concepts.
Leibniz distinguishes between concept and idea.|diter is conceived as modality or pos-
sibility, instead of mental contents: the ideas@ossible connections of requisites (requisi-
ta) based on human capacity of distinction, whdaaepts are not but the actualizations of
ideas. Through this distinction between ideas amtepts, Leibniz is trying to avoid that 1.
language is the expression of something in the rhked pre-formed mental contents or
imagines; 2. we cannot have the same ,idea“ e.gotaf. The modal level of inborn ideas is
the guarantee that something like gold, as we kinow possible, because we can connect
the same notions, when we think about gold — arsddbes not exclude that different sub-
jects can have different degrees of clearnessi®ttincept in accordance with their experi-
ences. Put it in another way, subjects can haverdift actual concepts of gold, but they
cannot have an idea of gold impossible in accorelavith their possible world (e.g. without
the propriety of the malleability). Ideas allow tascategorizing in accordance with our ca-
pacity of connecting non-contradictorily requisit@sforming concepts and to re-present
them throughout language. The next step in avoidliogke’s theory is indeed to assume
that no actualization of a thought could happerneut the use of language or others sorts
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of signs: there is no internal or psychological teoh which precedes its expression
throughout words or languages, as well as conagutsot be thought without their expres-
sion through language. Although we assume a laregaad with it the classifications of a
society, we have reason to do that and this repteseir being rational.

Leibniz joins the modern way of thinking about cepts according to which concepts are
logical categories which enable us to have knowdeddpreover, it is interesting to analyze
a dialog that presents some analogies with theeagmbrary debate in avoiding the prob-
lems which arise in assuming a theory of languageth on intentionality.

Confusions about Central Concepts in the Cognitiv&ciences

KEVIN REUTER

Not only are the concepts of content and representiwo of the most important concepts
in the cognitive sciences, they are also usualpamded as tightly related - hence the term
‘representational content’. Two possibilities sugjgbemselves for clarifying this relation:

(content is represented) X represents content C.
(content represents) Content C represents Y.

A look into the literature reveals that both possibs are widely enjoyed. On the one hand,
many philosophers argue for (content is represénted

() “one can represent a content doxastically” (Gteas, 2004, p.4)

(if) “if a mental representation M represents ateahC” (Prinz, 2006, 441)

On the other hand, the claim (content represes@lsbd strongly endorsed:

(i) “the way a given content represents it [wgrés being” (Brewer, 2006, p.15)
(iv) “intentional content that represents the wo(Martin, 1992, p.745)

This is just a small selection of philosophers Wiawe characterized the relation between
representation and content in either of the twosaayt seems obvious that both options
cannot be true at the same time, otherwise we wuoaNg a case of double representation: X
represents content C that itself represents Yhesis that indeed no one has ever argued for.
In this paper I highlight the confusion surroundihg concepts of content and representa-
tion and identify some of the reasons why thesmgeare used in a contradictory way. It
seems that commonsense psychology favours thetlkisveontent does not represent some-
thing else but is represented by mental statas.dart of our folk-psychological theory to
refer to what a thought or a story is about asctir@ent of the thought or the story. E.g. if
you think about a unicorn or read a story aboutiaarn, then the unicorn is part of the
content of the thought or the story. Cognitive stigts often explain the ability of thoughts
or stories to be about e.g. unicorns by stating tf@ughts and stories represent unicorns.
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Thus, from this consideration it would follow thée claim (content is represented) is true.
Heck (2007), Hill (2006), Jackson (2006), Lurz (2p@&nd many other scholars seem to
side with Chalmers and Prinz. Bermudez (2003), Macgon (1998), Schellenberg (2008),

Soteriou (2000) among many others seem to agréeBsgwer and Martin.

However, several debates in the philosophy of na@ind cognitive science run counter to

folkpsychological considerations. | analyse threasons why many philosophers consider
the thesis (content represents) to be the prefdimigdbetween ‘content’ and ‘representa-

tion’.

(1) Several philosophers have pointed out the ne@istinguish non-conceptual from
conceptual content. Conceptual content is ofterrdEyl as content that consists of
concepts, in contrast to non-conceptual contenthvban be entertained by e.g. ani-
mals which do not possess any concepts. Whereasatiiee of concepts is fiercely
debated, no one doubts that people represent tHd aypusing concepts. If content is
constituted by concepts, and if concepts repredentvorld, then it follows that con-
tent represents things in the world.

(2) The majority of cognitive scientists takes @aris to be part of the mind (content
internalism). In explaining how minds could posgil#late to the external world, peo-
ple argue that minds represent the world in vidighe content that mental states
have. If this is indeed the case, then it is theteats themselves that seem to represent
the external world.

(3) A third argument for thinking that content repents state of affairs can be identi-
fied within current representationalist theoriegpefception. Many contemporary rep-
resentationalists argue that qualitative properigservene on or are reducible to rep-
resentational content. If, however, qualitativegandies of experiences represent ob-
jects in the world, and if they are reducible topgerties of content, then we can infer
that content represents objects in the world. Gitvesse reasons and my analysis of
these reasons | conclude that an already diffeublject matter has recently been made
even more complicated by an incautious use of akntmcepts in the cognitive sci-
ences.

The Linda problem: A case study in different concefualizations of
“Concept” in linguistics and psychology

JAN HENNING SCHULZE

The aim of this paper is to explore and reflecsome aspects of how the conceptualization
of “Concept” differs among cognitive linguisticschnognitive psychology and to integrate
them into one framework.

| am going to focus on the cognitive-linguistic ahé cognitive-psychological conceptual-
ization of probability, which both seem to contcdeach other. | suggest that the concept
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of probability needs to be reconstructed on twded#nt levels in order to fully grasp the
way we use it in our thinking. This proposal is mated by dual process theories of mind
(e.g. Kahneman 2011, Stanovich 2011). The firstmstruction of a concept covers the lev-
el of automatic processing (type 1), while the selcieconstruction covers the level of con-
trolled processing (type 2). This dual reconstarctis helpful not only for the concept of
“probability” but for any every-day concept.

My case study will be based on a psychological erpnt by Tversky and Kahneman
(1983) known as the Linda problem, where studesiteived a personality sketch of a ficti-
tious individual named Linda (“single, outspokerdarery bright [...] majored in philoso-
phy [...] was deeply concerned with issues of disgration and social justice [...] partici-
pated in anti-nuclear demonstrations.”). The pgudicts were asked to rank a list of occupa-
tions either by the degree to which Linda resembldgpical member of that class (first
task) or by the degree of probability that Lindaimmember of that class (second task). The
list contained eight items, three of them beinggiee:

* “Linda is active in the feminist movement” (F),
 “Linda is a bank teller” (T),
» “Linda is a bank teller and is active in the ferstrnovement” (T&F).

While it is ok to say that “feminist bank tellers more prototypic for Linda (first task) it
cannot be more probable than “bank teller” (sectast), because if Linda is a “feminist
bank teller” she also is a “bank teller”. The aomjtion T&F cannot be more probable than
T (“conjunction error”). On both tasks, howeverpab90% of students ranked T&F higher
than T irrespective of the student’s backgrounstatistics and probability. They committed
what is called a conjunction error.

Tversky and Kahneman interpreted this finding asatance of irrationality. The majority
gave an incorrect answer without even noticingrtieenjunction error. From a linguistic
perspective, however, participants of the Lindaesxpent were fully justified to interpret
probability in terms of prototypes. If Linda’s perglity sketch is at all relevant to the ques-
tion, then the word “probable” should be interpdeite the sense of “prototypic” rather than
“statistically probable”. It's the psychologists wlare misled, not the participants. While
linguists are convinced of their solution to theda problem, Kahneman still insists on be-
ing right because most participants acknowledge tdomjunction error as soon as the prob-
lem is explained to them.

My solution is based on the observation that peogleobviously switch from one concep-
tualization of probability to the other. This sugtgea dual reconstruction of probability: one
with a prototype interpretation and the other vatltatistical interpretation. The prototype
interpretation is rooted in type-1-processing; staistical interpretation is rooted in type-2-
processing. Every-day language is optimized foomatic type-1-processes that run fast,
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effortless, and in parallel. Technical language tle other hand, is optimized for distinc-

tiveness and triggers type-2-processes that ruvlsleffortful, and in serial.

Once we start reflecting on a specific conceptswich into type 2 mode. While every-day

thinking is “quick and dirty” and makes use of vagand very complex concepts (type 1),
reflective thinking runs in serial and makes us®mlly one clear-cut and unambiguous as-
pect of each of these concepts (type 2).
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The Role of Action for Concepts

TIM SEUCHTER

In this paper, an account for role of action in agptual thought and conceptual develop-
ment will be introduced. Following the core idedsh®e embodied cognition paradigm, at
least some cognitive processes have a direct cbando bodily processes (cf. Lakoff and
Johnson 1999; Glenberg and Kaschak 2002; Pulveem005). Actions of subjects, un-
derstood as goal directed interactions with objaats the environment clearly constitute an
important realm of bodily processes. The main @noispecify how and in which respects
possible (inter-)actions of subjects are refledtecbnceptual thought.

The starting point will be considerations followitige discussion about affordances (Gibson
1979, Chemero 2011) and causal indexicals (Camfb8i, 1995). In a nutshell, both con-
ceptions are ways of describing the role of sonevaat properties of (objects in) the envi-
ronment for behavior and cognition. Moreover, bath about objective properties (of ob-
jects) that are at the same time related to sorgeigdd properties of the subjects in ques-
tion. Causal indexical thinking, as John Campb@trapbell 1993, 1994) puts it, is an im-
plicit way of thinking about the environment in e of what a subject can do with it or
how it can possibly interact. It is thinking abautvironmental conditions in line with tacit
knowledge about one’s own abilities. Examples fausal indexical thinking are expressed
in terms like “this is a weight | can easily lifttr “this is within reach (for me)” or “this is
too hot to handle (for me)”. Campbell argues coawigly that these ways of thinking do
not involve the concepts that are used for expngsshem linguistically. Even non-
linguistic animals or human pre-linguistic infartkenk in a causal indexical manner. Gib-
son’s famous term “affordances” (Gibson 1979) isdashon very similar considerations.
Affordances are relational properties of the enwmnent whose perception and enactment
on is grounded in the bodily constitution of thebjeat. Well known examples for af-
fordances are: surfaces are walk-on-able, a roblingp-into-able and a chair is sit-on-able.
Action-related properties as described by Gibsah@ampbell can be conceived of as em-
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bodied, at least partly or to some degree, in 8mse that they rely on or involve physical
aspects and abilities constituted by bodily featuriethe subject.

Concepts, understood as the building blocks of ghguhave to be embodied to at least
some degree or in some aspects, if a theory of d@mth@ognition wants to make a substan-
tial claim. A very plausible candidate for embodiemhcepts are action-related concepts,
expressed by action verbs, such as “grasping” fiegt or concepts denoting objects that
can be acted on. Action verbs refer to possiblaatual movements, thus the referent of
“grasping” is a grasping movement or the actiorgsping. They can be understood as
embodied, as they refer to movements and therefioter processes, even in the absence of
actual movements. Object concepts may also refactions: Objects, e.g. a hammer, a cup
or a hot plate allow for interaction, i.e. subjestgmally not only refer to the object or to
the object’s physical properties (shape, size ¢a@lmme but also what can possibly be done
with the object in question. A part of these consensequently is what the objects possi-
bly afford, and affordances in turn refer to thelibo constitution of the subjects (among
other things such as intentions and context, whidlmot be discussed here). One aspect of
categorizing objects then is the aspect of “wha& can do with it”, e.g. hammers are things
to put nails in wall with, or hot plates are thirtgstter not to touch. Object categorization —
conceptualization — relies on the subjects posgihter-) actions with the object in ques-
tion; it is this part of an object-concept thabest understood as directly referring to (possi-
ble) actions and therefore embodied in the samsesas action-verbs. Thinking of concepts
in this way also provides good grounds for a themfrgonceptual development in terms of
an action-based approach — developing object césmieeo a crucial extend grounded on
possible interaction with the objects in questiobjects then become categorized in a first
instance according to what they afford for the sabj

24



Concepts and categorization University of Diisseldorf

25



Concepts and categorization University of Dusseldorf

26



Contact
Heinrich-Heine-Universitat
SFB 991

KruppstralRe 108

40227 Dusseldorf

http://www.sfb991.uni-duesseldorf.de/



