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Overview: First week
1 Going beyond Context-Free Grammar (Monday)2 Formal de�nition of TAG (Tuesday)3 TAG and natural languages (Wednesday)4 TAG parsing (Thursday)5 Extensions of TAG (Friday)
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Overview: Se
ond week
1 Prin
iples underlying the shape of elementary trees2 XTAG-analyses of raising/
ontrol3 XTAG-analyses of extra
tion4 How to implement an LTAG5 How to run and test an LTAG
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Organizational issues
Course web page:http://www.sfb991.uni-duesseldorf.de/a02/dgfs-11Requirements for obtaining 4 ETCS 
redits:Parti
ipation in ea
h 
lassSolving at least 75% of the exer
isesWriting a short essay (4 pages) or solving an implementationtask
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Context-Free GrammarsContext-Free Grammar (CFG)Disjoint sets of terminals and non-terminalsA non-terminal start symbolA set of rewriting rules stating how to repla
e a non-terminalby a sequen
e of non-terminal and terminal symbols.
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CFG languageDe�nition (CFG language)Let G = 〈N,T ,P ,S〉 be a CFG. The (string) language L(G ) of Gis the set {w ∈ T ∗ |S ∗

⇒ w} wherefor w ,w ′ ∈ (N ∪ T )∗: w ⇒ w ′ i� there is a A → α ∈ P andthere are v , u ∈ (N ∪ T )∗ su
h that w = vAu and w ′ = vαu.
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Context-Free LanguagesContext-Free Languages (CFLs)
an be re
ognized in polynomial time (O(n3));are a

epted by push-down automata;have ni
e 
losure properties (e.g., under homomorphisms,interse
tion with regular languages . . . );satisfy a pumping lemma;
an des
ribe nested dependen
ies ({wwR |w ∈ T ∗}).[Hop
roft and Ullman, 1979℄Natural Language Syntax with TAG 8/34



CFG Natural Language ExampleSample CFG Gteles
opeNonterminals: {S ,NP ,VP ,PP ,N,V ,P ,D}Terminals: {the, man, teles
ope, saw, girl, with, John}Produ
tions:S → NP VP NP → D NVP → VP PP | V NP N → N PPPP → P NPN → man | girl | teles
ope D → theN → John P → withV → saw
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Example derivationSNP VPD N V NPthe man saw D Nthe girl PPwith NPD Nthe teles
opeNatural Language Syntax with TAG 10/34



Example derivationSNP VPVPD N V NPthe man saw D Nthe girl PPwith NPD Nthe teles
opeNatural Language Syntax with TAG 10/34



Why CFG is not enough
... for modeling natural language:1 only atomi
 non-terminals2 only weak lexi
alization3 expressive power is too low
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Why CFG is not enough (1) - Atomi
 non-terminalsS → NP VP NP → John NP → MaryVP → V VP → V NP V → sleeps V → likesPossible derivation:S ⇒ NP VP ⇒ John VP ⇒ John V ⇒ John sleepsS ∗

⇒ John likes MaryS ∗

⇒ John sleeps Mary
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Why CFG is not enough (1) - Atomi
 non-terminalsS → NP VP NP → John NP → MaryVP → V VP → V NP V → sleeps V → likesPossible derivation:S ⇒ NP VP ⇒ John VP ⇒ John V ⇒ John sleepsS ∗

⇒ John likes MaryS ∗

⇒ John sleeps MaryHow to treat sub
ategorization frames, number agreement, and
ase marking?(1) a. Kim depends on Sandy.*Kim depends Sandy.*Kim depends.b. *The 
hildren depends on Sandy.
. Kim depends on her/*she.Natural Language Syntax with TAG 12/34
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=⇒ en
ode the ne
essary information into the non-terminalsymbolsNP3sg−nom → John NP3sg−a
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ase marking?
=⇒ en
ode the ne
essary information into the non-terminalsymbolsNP3sg−nom → John NP3sg−a

 → MaryV3sg−itr → sleeps V3sg−tr → likesS → NP3sg−nom VP3sg−itr S → NP3sg−nom VP3sg−trVP3sg−itr → V3sg−itr VP3sg−tr → V3sg−tr NP3sg−a

S ∗

⇒ John likes MaryS ∗

⇒ John sleepsDrawba
k: Every possible 
ombination of sub
ategorization frame,number agreement, and 
ase marking ne
essitates its own rule (letalone the number of non-terminal symbols).Natural Language Syntax with TAG 13/34



Why CFG is not enough (1)
=⇒ grammar writing is tedious and error prone
=⇒ generalizations very hard to expressRemedy: feature stru
tures instead of atomi
 non-terminalsymbols, uni�
ation, underspe
i�
ation
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Why CFG is not enough (2) - Only weak lexi
alizationLexi
alizationIn a lexi
alized grammar, ea
h element of the grammar 
ontains atleast one lexi
al item (terminal symbol).G1: S → SS , S → aG2: S → aS , S → aComputationally interesting: the number of analyses for asenten
e is �nite (if the grammar is �nite of 
ourse).Linguisti
ally interesting: ea
h lexi
al item allows for of
ertain synta
ti
 
onstru
tions, whi
h one would like toasso
iate with it.Natural Language Syntax with TAG 15/34



Why CFG is not enough (2)Lexi
alizing a CFG:Greiba
h normal form: A → aB1...Bk (k ≥ 0)weak lexi
alization: string language is preservedstrong lexi
alization: tree stru
ture is preservedQuestionCan CFGs be lexi
alized su
h that the set of trees remains thesame (strong lexi
alization)?AnswerNo. Only weak lexi
alization (same string language).Natural Language Syntax with TAG 16/34
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Why CFG is not enough (3) - ExpressivityQuestionIs CFG powerful enough to des
ribe all natural language phenomea?Answer: No!Some NL 
onstru
tions 
annot be adequately des
ribed with a CFG.Cross-serial dependen
ies in Dut
h(2) ...... datthat WimWim JanJan MarieMarie de kinderenthe 
hildren zagsaw helpenhelp lerentea
h zwemmenswim`... that Wim saw Jan help Marie tea
h the 
hildren to swim'
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Why CFG is not enough (3)Swiss German(3) ...... dasthat merwe em HansHansDat es huushouseA

 hälfedhelped aastrii
hepaint`... that we helped Hans paint the house'

Natural Language Syntax with TAG 18/34



Why CFG is not enough (3)Swiss German(3) ...... dasthat merwe em HansHansDat es huushouseA

 hälfedhelped aastrii
hepaint`... that we helped Hans paint the house'(4) ...... dasthat merwe d'
hindthe 
hildrenA

 em HansHansDat es huushouseA

 löndlet hälfehelpaastrii
hepaint`... that we let the 
hildren help Hans paint the house'
Natural Language Syntax with TAG 18/34



Why CFG is not enough (3)Swiss German(3) ...... dasthat merwe em HansHansDat es huushouseA

 hälfedhelped aastrii
hepaint`... that we helped Hans paint the house'(4) ...... dasthat merwe d'
hindthe 
hildrenA

 em HansHansDat es huushouseA

 löndlet hälfehelpaastrii
hepaint`... that we let the 
hildren help Hans paint the house'Swiss German uses 
ase marking and displays 
ross-serialdependen
ies.[Shieber, 1985℄ shows that Swiss German is not 
ontext-free.Natural Language Syntax with TAG 18/34



Why CFG is not enough (3)
A formalism that 
an generate 
ross-serial dependen
ies 
an alsogenerate the 
opy language {ww | w ∈ {a, b}∗}.
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Why CFG is not enough (3)
A formalism that 
an generate 
ross-serial dependen
ies 
an alsogenerate the 
opy language {ww | w ∈ {a, b}∗}.The 
opy language is not 
ontext-free.

⇓We need extensions of CFG in order to des
ribe all NL phenomena!
Natural Language Syntax with TAG 19/34



CFG: Mild 
ontext-sensitivity (1)Idea [Joshi, 1985℄: 
hara
terize the amount of 
ontext-sensitivityne
essary for natural languages.Mildly 
ontext-sensitive formalisms
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CFG: Mild 
ontext-sensitivity (1)Idea [Joshi, 1985℄: 
hara
terize the amount of 
ontext-sensitivityne
essary for natural languages.Mildly 
ontext-sensitive formalisms1 generate (at least) all CFLs,2 
an des
ribe a limited amount of 
ross-serial dependen
ies(there is a n ≥ 2 up to whi
h the formalism 
an generate allstring languages {wn |w ∈ T ∗}),3 are polynomially parsable, and4 their string languages are of 
onstant growth.(the length of the words generated by the grammar grows in alinear way, e.g., {a2n | n ≥ 0} does not have that property)Natural Language Syntax with TAG 20/34



TSG: De�nition (1)Elements of a CFG represent very small synta
ti
 trees.
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TSG: De�nition (2)
A Tree Substitution Grammar (TSG) is a set of �nite labeled trees
alled synta
ti
 trees whi
h haveinternal nodes labeled with non-terminals, andleaves labeled either with terminals or non-terminals.
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TSG: De�nition (2)
A Tree Substitution Grammar (TSG) is a set of �nite labeled trees
alled synta
ti
 trees whi
h haveinternal nodes labeled with non-terminals, andleaves labeled either with terminals or non-terminals.We build larger trees by substitution:Pi
k a non-terminal leaf (substitution node)Repla
e it with a tree the root node of whi
h has the samelabel
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TSG: De�nition (3)Substitution example SNP VPV NPlikesNPJohn NPDet NgirlDetthe
Natural Language Syntax with TAG 23/34



TSG: De�nition (4)De�nition (Tree Substitution Grammar)A Tree Substitution Grammar (TSG) is a tuple G = 〈N,T ,S , I 〉whereN,T are disjoint alphabets of non-terminal and terminalsymbols,S ∈ N is the start symbol,I is a �nite set of synta
ti
 trees with labels from N and T .
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TSG: De�nition (4)De�nition (Tree Substitution Grammar)A Tree Substitution Grammar (TSG) is a tuple G = 〈N,T ,S , I 〉whereN,T are disjoint alphabets of non-terminal and terminalsymbols,S ∈ N is the start symbol,I is a �nite set of synta
ti
 trees with labels from N and T .Every tree in I is 
alled an elementary tree.G is 
alled lexi
alized if every tree in I has at least one leaf with alabel from T.Natural Language Syntax with TAG 24/34



TSG: De�nition (5)
TSG derivation stepsele
t a node with a non-terminal label A,pi
k a fresh instan
e of an elementary tree with root label Afrom the grammar,and substitute the node for the new tree.
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TSG: De�nition (6)De�nition (TSG language)Let G = 〈N,T ,S , I 〉 be a TSG.1 We 
all a tree γ that 
an be derived from an instan
e of anelementary tree γe ∈ I a derived tree in G.
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TSG: De�nition (6)De�nition (TSG language)Let G = 〈N,T ,S , I 〉 be a TSG.1 We 
all a tree γ that 
an be derived from an instan
e of anelementary tree γe ∈ I a derived tree in G.2 The tree language LT (G ) of G is the set of all derived trees γin G with root label S and only terminal leaf labels.3 For every tree γ with t1, . . . , tn being the labels of the leavesin γ ordered from left to right, we de�ne yield(γ) = t1 . . . tn.4 The string language of G is {w | there is a γ ∈ LT (G ) su
hthat w = yield(γ)}.Natural Language Syntax with TAG 26/34



TSG: Properties (1)
In spite of the larger domains of lo
ality, the following holds:Proposition (Equivalen
e of CFG and TSG)CFG and TSG are weakly equivalent. Furthermore, ex
ept for somerelabeling of the nodes, they are even strongly equivalent.
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TSG: Properties (2)
CFG ⇒ TSGEvery CFG 
an be immediately written as a TSG with everyprodu
tion being understood as a tree with a single root and adaughter for every righthand side symbol
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TSG: Properties (2)
CFG ⇒ TSGEvery CFG 
an be immediately written as a TSG with everyprodu
tion being understood as a tree with a single root and adaughter for every righthand side symbolTSG ⇒ CFGIn order to 
onstru
t an equivalent CFG for a given TSG, we haveto en
ode the dependen
ies between nodes from the same treewithin the non-terminal symbols.
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TSG: Properties (3)
γ: SNP VPV NPlikes  

SNP VPγVγ NPlikes  

S → NP VPγVPγ → Vγ NPVγ → likes
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TSG: Properties (4)TSGs are almost strongly equivalent to CFGsNevertheless they o�er an extended domain of lo
ality
=⇒ They 
apture more generalizations than CFGs!
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TSG: Properties (4)TSGs are almost strongly equivalent to CFGsNevertheless they o�er an extended domain of lo
ality
=⇒ They 
apture more generalizations than CFGs!TSGs are used in the 
ontext of data-oriented parsing (DOP)[Bod, 1995℄.Lexi
alized TSGs 
an be extra
ted from treebanks and usedfor probabilisti
 parsing [Post and Gildea, 2009℄.[Cohn et al., 2009℄ also indu
e Probabilisti
 Tree SubstitutionGrammars from treebanks and use them su

essfully forparsing.Natural Language Syntax with TAG 30/34



Adjun
tion (1)Tree Adjoining Grammars (TAG)[Joshi et al., 1975, Joshi and S
habes, 1997℄:Tree-rewriting grammar.Extension of CFG that allows to repla
e not only leaves butalso internal nodes with new trees.Can generate the 
opy language.
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tion (1)Tree Adjoining Grammars (TAG)[Joshi et al., 1975, Joshi and S
habes, 1997℄:Tree-rewriting grammar.Extension of CFG that allows to repla
e not only leaves butalso internal nodes with new trees.Can generate the 
opy language.TAG for the 
opy languageS
ε
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Adjun
tion (2)TAG derivation of abab
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